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Abstract—In a rechargeable wireless sensor network, the data
packets are generated by sensor nodes at a specific data rate, and
transmitted to a base station. Moreover, the base station transfers
power to the nodes by using wireless power transfer (WPT) to ex-
tend their battery life. However, inadequately scheduling WPT and
data collection causes some of the nodes to drain their battery and
have their data buffer overflow, whereas the other nodes waste their
harvested energy, which is more than they need to transmit their
packets. In this paper, we investigate a novel optimal scheduling
strategy, called EHMDP, aiming to minimize data packet loss from
a network of sensor nodes in terms of the nodes’ energy consump-
tion and data queue state information. The scheduling problem is
first formulated by a centralized MDP model, assuming that the
complete states of each node are well known by the base station.
This presents the upper bound of the data that can be collected in a
rechargeable wireless sensor network. Next, we relax the assump-
tion of the availability of full state information so that the data
transmission and WPT can be semidecentralized. The simulation
results show that, in terms of network throughput and packet loss
rate, the proposed algorithm significantly improves the network
performance.

Index Terms—Wireless sensor network, wireless power transfer,
Markov decision process, scheduling, optimization.

I. INTRODUCTION

INEXPENSIVE sensors capable of significant computation
and wireless communications are becoming available. How-

ever, sensor nodes are severely constrained by the amount of bat-
tery power, limiting the network lifetime and quality of service.
Rechargeable Wireless Sensor Network (RWSN) has been ex-
tensively studied, where energy is harvested by Wireless Power
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Fig. 1. Data collection and WPT in wireless powered sensor network.

Transfer (WPT) to recharge battery of a sensor node [1]–[4].
Fig. 1 depicts that a number of fixed sensor nodes serve as data
sources with sensing ability, for example, monitoring the envi-
ronment and detecting abnormal events. The nodes, equipped
with a data communication antenna and a wireless power re-
ceiver, generate data packets at an application-specific sampling
rate. A base station (BS) is deployed to transfer power to sensor
nodes via WPT, and collect sensory data from the nodes [5]–
[8]. Beamforming is used at the BS, either electronically or me-
chanically. The use of beamforming allows for the concentrated
transfer of energy towards the intended node, which overcomes
the broadcast nature of radio, and avoids the dispersion and
waste of energy [9]–[11]. During each time slot (or epoch), one
of the nodes is scheduled to transmit data to and harvest energy
from the BS. To this end, the BS only generates one beam per
epoch for both energy transfer and data collection, thereby re-
ducing the overhead of beamforming. Especially, the network
in Fig. 1 can be generically extended to a scalable RWSN that
is composed of multiple cells, where each cell is covered by
one BS. The working mode of WPT includes power splitting,
and time switching in terms of the WPT receiver structure [12].
With time switching, a receiver switches its operation between
the power transfer and data transmission over time, while with
power splitting, the received signal is split into two streams with
one stream used for transferring power and the other stream for
transmitting data. In particular, we consider a time-switching
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WPT network in this work. The WPT and data transmission are
designed to be in the same radio frequency band, and different
time slots so that the nodes only need a single RF chain, which
reduces the hardware cost. It is critical to schedule the WPT
and data collection to extend the battery life of the nodes and
to minimize the packet loss. Inadequately scheduling WPT and
data collection causes some of the nodes to drain their battery
and have their data buffer overflow, while the other nodes waste
their harvested energy, which is more than they need to transmit
their packets.

In this paper, we aim to optimize the scheduling of WPT
and data collection in RWSNs. The scheduling problem is first
formulated as an off-line finite state Markov Decision Process
(MDP), called EHMDP, where transmission order, modulation
level, and WPT duration of the nodes are jointly optimized.
As a result, the packet loss of entire network can be mini-
mized and the battery lifetime of all the nodes are leveraged.
Note that in EHMDP, the BS needs to have real-time knowl-
edge on the packet arrivals and battery levels of the nodes. This
requires the nodes to report prior to every time slot. Extend-
ing from the centralized scheme, we further propose a semi-
decentralized approach that allows the nodes to spontaneously
self-nominate for data transmission and energy harvesting. Each
sensor node makes its own decision on whether it turns on trans-
mission in a time slot, as well as the modulation level if the
transmission is turned on. We proposed a transmission prob-
ability to impose urgency to the nodes with built-up queues,
avoid their transmissions being withheld due to insufficient
energy harvested, and in turn, avoid data queue overflows at
the nodes and reduce packet losses. Furthermore, an Energy-
Queue Aware Transmission (E-QAT) algorithm is proposed in
terms of the transition probability of the node. In addition,
while this paper is structured around WSNs, our framework
can be applied to any wireless networks with energy harvesting
capabilities.

The rest of this paper is organized as follows. The related
work is summarized in Section II. Section III presents net-
work structure of RWSN. The centralized MDP model with
global information for WPT and data collection is investigated in
Section IV. In Section V, a semi-decentralized algorithm based
on individual energy and data queue is proposed. Simulations
and numerical results are presented in Section VI. Conclusions
and future work are given in Section VII.

II. RELATED WORK

Earlier energy-efficient transmission schemes were focused
on a single point-to-point link [13]–[17] or in cellular frame-
works [18]. In [13], a string tautening algorithm was proposed
to produce the most energy-efficient schedule for delay-limited
traffic, first under the assumption of negligible circuit power,
and then extended to energy-harvesting powered transmissions
with non-negligible transmitter circuit powers [14], [15]. Later,
simple network topologies, such as three-party two-way relay,
were considered for the maximization of energy efficiency, first
in a halfduplex transmission mode [16] and then in a full-duplex
mode [17]. Several studies have considered to integrate WPT

technologies into communication networks to achieve simulta-
neous data transmission and power transfer [19]–[29]. In [19],
[20], a mobile charger is employed to power wireless identifica-
tion and sensing nodes which support sensing, computing, and
communicating. The movement strategy of the mobile charger
is formulated, such that the charging latency of all nodes can be
minimized while the continuous operation of the sensor nodes
can be guaranteed. In [21], the energy harvested by a sensor
node is allocated for sensing and data transmitting in a balanced
fashion. The sensing rate and routing are optimized, given the
dynamic features of network topology. In [22], a data sender
harvests energy from a power transmitter via WPT in the down-
link before transmitting information to a data receiver in the
uplink. It is found that data reception performance degrades
when the time for energy harvesting and data transmission is
unbalanced. In [23], power transfer weight and power alloca-
tion at the BS are designed to balance the transferred power to
the receivers given different SINR requirements. Moreover, the
problem of joint information and energy transmission is formu-
lated to give the upper bound of the sum of transferred power.
Zhou et al. present a resource allocation problem for simultane-
ous data and WPT in downlink multiuser OFDM system, where
the users harvest energy and decode data using the same signals
received from the BS [24]. A tradeoff between the weighted
sum-rate of all users and transferred energy is obtained given
lower bound of harvested energy on each user and upper bound
of total transmission power. Moreover, an energy harvesting re-
source allocation scheme has been investigated with imperfect
channel state information in [25]. In [26], WPT is considered
to support multiple users concurrently, where the BS broadcasts
the energy in the network. A frame structure is proposed to
allocate time for WPT and data transmission, which achieves
the maximum of sum-throughput and minimum of charging and
transmission time.

To achieve a balance between throughput and data collec-
tion fairness, a scheduling strategy is proposed to allocate the
power transfer among users and the proportion of the time be-
tween energy harvests [27]. In [28], a data rate selection in
RWSN is studied, which considers fairness of data rate and WPT
duration among the nodes. Moreover, a set of algorithms are
developed to obtain a optimal rate assignment with the Water-
Filling-Framework under different routing types. A WPT system
is studied to balance a tradeoff between spectral and energy ef-
ficiencies by jointly designing beamforming for WPT and data
transmission [29]. Moreover, both WPT and data transmission
beamforming are adaptive to channel fading by exploiting the
benefits of channel state information.

However, most of the work in simultaneous WPT and data
transmission only focus on improving energy efficiency of WPT.
The data lost caused by buffer overflow is not correlatively
considered.

MAC protocol design for scheduling data transmission and
power transfer is given in the literature [30]–[32]. It was noted
that the power transfer varies depending on surrounding en-
vironments. A MAC protocol based on fair polling scheme is
studied to achieve a data collection fairness [30]. Moreover, each
node contends channel adaptively to their energy harvesting rate.
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TABLE I
THE LIST OF FUNDAMENTAL VARIABLES DEFINED IN SYSTEM MODEL

Notation Definition

N number of sensor nodes
i node ID
h channel gain between the BS and the node
P E power that is transferred to the node
Pe output power of the BS
L number of bits of the sensory data packet
ε required BER of the node
ei battery level of node i
E battery capacity of the node
K the highest battery level of the node
qi queue length of node i
Q maximum queue length of the node
ρ modulation scheme of the node
M the highest modulation order
λ arrival probability of the data packet
A action set of MDP
Tλ time when a new incoming data packet is put into the queue
̂T time interval of the proposed discrete-time Markov decision

process.

In [31], a RF-MAC protocol is studied to jointly schedule power
transmitters and energy harvesting rates in RWSN. RF-MAC
focuses on the amount of energy delivery to the nodes, while
eliminating disruption to data communication. In [32], multiple
WPT transmitters are grouped into different sets based on an
estimate of their separation distance from the node to reduce the
impact of destructive interference. Moreover, a MAC protocol
is presented to transfer power to the nodes on request. Unfortu-
nately, the MAC protocols in literature schedule WPT and data
communication with the objective of interference elimination,
which is different from the problem in this work.

III. SYSTEM DESIGN AND STRUCTURE

Notations used in this paper are listed in Table I. The network
under consideration consists of a BS and N geographically
distributed energy-harvesting powered nodes, as illustrated in
Fig. 1. The BS, connected to persistent power supply, is respon-
sible for remotely charging the nodes using WPT. Equipped
with Nc antennas (Nc � 1), the BS can exploit transmit beam-
forming techniques to produce a narrow beam to each node. As
a result, energy is transferred with improved focus and trans-
fer efficiency. The BS is also responsible for collecting sensory
data. Additionally, receive beamforming techniques enable the
BS to enhance the received signal strength (RSS) and reduce
bit error rate (BER). In particular, other advanced multi-user
beamforming techniques, e.g., zero-forcing beamforming, are
not considered in this work since they achieve spatial multi-
plexing or diversity, but would require real-time feedback on
channel state information in most cases.

Each of the energy-harvesting powered nodes, e.g., node i
(i = 1, · · · , N ), harvests energy from the BS to power its op-
erations, e.g., sensing and communicating. The rechargeable
battery of the node is finite with the capacity of Ei Joules, and
it overflows if overcharged. The complex coefficient of the re-
ciprocal wireless channel between the BS and the node is hi ,

which is precisely known at both the BS and the node through
channel reciprocity. Considering the non-persistent power sup-
ply and subsequently limited signal processing capability of the
nodes, we let each node be equipped with a single antenna.
hi ∈ CNc×1. Suppose that the BS employs maximal ratio com-
bining (MRC) [33] to maximize the beamforming gain. The
power transferred to node i can be given by

PE
i = Pe‖hi‖2, (1)

where Pe is the constant output power of the BS, and ‖ · ‖ stands
for norm.

Node i also keeps sensing its ambient environment, packetizes
and queues (in a first-in-first-out (FIFO) fashion) the sensory
data in packets of Li bits, and transmits the packets to the BS
through the wireless channel. The arrival/queueing process of
sensory data at node i is modeled as a random process, where a
new packet is put into the FIFO queue at a probability λi within
every Tλ seconds. The node has a finite buffer to accommodate
the maximum queue length of Qi packets or QiLi bits. The
buffer starts overflowing, once the maximum queue length is
reached while the transmission of the sensor is withheld due to
insufficient energy harvested. In other words, the arrival rate of
sensory data exceeds the departure rate, due to the insufficient
energy harvested. To this end, the scheduling algorithm needs to
be appropriately designed to assign the sensor sufficient channel
and energy resources.

The modulation scheme that node i uses to transmit packets is
denoted by ρi . ρi ∈ {1, 2, · · · ,M}, where ρi = 1, 2, and 3 indi-
cates binary phase-shift keying (BPSK), quadrature-phase shift
keying (QPSK), and 8 phase-shift keying (8PSK), respectively,
and ρi ≥ 4 corresponds to 2ρi quadrature amplitude modulation
(QAM). M is the highest modulation order.

Suppose that the bit error rate (BER) requirement of node i is
εi , and the MRC is conducted at the BS to maximize the signal-
to-noise ratio (SNR). The required transmit power of node i
depends on ρi , εi , and hi , and can be given by [34], [35]

PD
i (ρi) ≈

κ−1
2 ln κ1

εi

‖hi‖2
(2ρi − 1), (2)

where κ1 and κ2 are channel related constants.
For illustration convenience, we consider a homogeneous net-

work, where all the nodes have the same battery size, buffer size,
packet length, packet arrival probability, wireless channel, and
the BER requirement. The subscript “i” is suppressed in Ei , Qi ,
Li , λi , hi , and εi . However, the proposed scheduling protocols
can be extended to a heterogeneous network, where the com-
plexity of the scheduling problem may grow, as the result of an
increased number of states. Moreover, all the channels involved
are assumed to be block-fading, i.e., the channels remain un-
changed during each transmission block, and may change from
block to block.

IV. CENTRALIZED SCHEDULING AND OFF-LINE OPTIMIZATION

A. Centralized Scheduling Protocol

One time slot, also known as a scheduling interval, lasts ̂T
mini-slots, during which the node sends a packet to the BS,
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followed by WPT from the BS to the node. In this case, the BS
takes the action of choosing a node and deciding the associated
modulation order for every time slot. After receiving the packet
of the node, the BS starts to transfer energy and it can acknowl-
edge its successful or failed reception of the packet by changing
the phase or waveform of the energy signal [36]. The node dis-
cards the packet, if successfully delivered, from its queue, based
on the acknowledgement. Given such centralized coordination,
the nodes are activated in a TDMA fashion to transmit sensory
data and harvest energy, where one node per time slot. We note
that there is no collision between the data transmissions of the
nodes in the case of centralized scheduling. The receive and
transmit beams can also be produced ahead of the actual data
transmission or energy transfer.

We note that the BS’s actions are not only based on the
current network state (i.e., the battery level and queue length of
every node i, denoted by ei and qi , respectively, i = 1, · · · , N ),
but take into account potential influence on future evolutions
of the network as well. Particularly, the current action that the
BS takes can affect the future battery level and queue length of
every node, and in turn, influences the future actions to be taken.
Such action taking is a discrete time stochastic control process
which is partly random (due to the random and independent
arrival/queueing process of sensory data at every node) and
partly under the control of the decision-making BS. The action
of selecting node and modulation for every time slot can be
optimized in a sense that the optimality in regards of a specific
metric, e.g., packet loss, can be achieved in long term over the
entire stochastic control process (rather than in an individual
time slot).

B. Off-Line EHMDP Modeling

As noted earlier, the optimization of the action, i.e., the se-
lection of node and modulation, for every time slot needs to
be conducted over the entire stochastic control process of cen-
tralized scheduling. The correlation between actions taken in
different time slots needs to be captured, and to validate the
long-term optimality of the actions.

We consider optimizing the actions to minimize the overall
packet loss of the entire WPT powered sensor network. The
packet loss can result from buffer overflows at the nodes where
data transmissions are withheld due to insufficient energy har-
vested. The packet loss can also result from unsuccessful data
transmissions over wireless fading channels.

It has been known that battery readings are continuous
variables with variance difficult to be traced in real-time. The
proposed quantization that discretizes the continuous battery
readings to K levels can facilitate generating MDP states in
EHMDP. Moreover, the accuracy of the quantization can be
improved by reducing the quantization interval, but can result
in an increased number of MDP states, and hence an increas-
ing complexity of MDP. Therefore, to improve the mathematical
tractability of the problem and illustration convenience, the con-
tinuous battery is discretized into K levels, as 0 < E < 2E <
· · · < KE = E. ei ∈ {0, E , 2E , · · · ,KE} [29]. In other words,
the battery level of a node is lower rounded to the closest discrete
level. The queue length qi ∈ {0, 1, · · · , Q} is discrete.

The nodes use a small control message to update the BS with
their battery level and queue length at the beginning of every
time slot. For example, consider a network of 40 nodes, battery
level of 100 and queue length of 100 packets, the overhead of
one node takes 12 bits, and total overhead is 480 bits, which
is much smaller than the size of a data packet. Therefore, we
assume that both the transmission time and the energy consump-
tion are negligible. We also assume that the BS receives all the
necessary information timely and correctly. In other words, the
information required to take optimal actions is assumed to be
globally available in the case of centralized scheduling. This
assumption is reasonable, because the control messages typi-
cally adopt reliable, low-order modulation schemes, e.g., BPSK
(sometimes with repetition coding).

Such centralized scheduling can be formulated as a discrete-
time Markov decision process (MDP) with time interval of ̂T ,
where each state, denoted by Sα , represents the battery lev-
els and queue lengths of all the nodes in the network, i.e.,
{(eα,n , qα,n ), n = 1, · · · , N}. The size of the state space (i.e.,
the number of such states) is (K(Q + 1))N . The action to
be taken during a transition, denoted by A, is to select the
node to be activated and specify its modulation. A ∈ {(i, ρi) :
i = 1, · · · , N, ρi ∈ {1, · · · ,M}}, where M denotes the highest
modulation level. The size of the action set is NM .

Furthermore,A can be reduced to only consist of the selected
node, i.e., the n-th actionAn = {n}. The maximum energy that
can be harvested into the battery of the selected node n can be
given by

ΔEn =
⌊(

̂T − L

ρ�
nW

)

Pe‖hn‖2

E

− Lκ−1
2 ln(κ1

ε )
‖hn‖2ρ�

nWE
(

2ρ�
n − 1

)

⌋

E (3)

where ρ�
n denotes the optimal modulation scheme of node n,

which is obtained by (18) (See Appendix). The actions of the
MDP can be optimized by judiciously deriving the transition
probabilities and formulating a dynamic programming problem,
and solved by using dynamic programming techniques [37].
Details will be provided shortly in this section.

Note that the centralized scheduling is ideal and can only be
conducted off-line, under the assumptions of negligible signal-
ing time and energy, as well as the resultant global availability
of the required information. The optimal actions of the MDP
are inapplicable to practical environments with non-negligible
signaling time and energy consumption. Nevertheless, the MDP
(or its optimal actions) provides the lower bound of packet loss
to any scheduling designs of the WPT powered sensor networks.
Moreover, the MDP also lays foundations to and eases the un-
derstanding of the on-line optimization of semi-decentralized
scheduling, as will be described in detail in the next section.

C. Transition Probability and Packet Loss

Given the action Ak = {k} (1 ≤ k ≤ N ), the transition
probability of the MDP, from state Sα to Sβ (1 ≤ (α, β) ≤
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KN (Q + 1)N ), can be given by

Pr
{

Sβ

∣

∣

∣Sα ,Ak

}

= Pr
{

(eβ,k , qβ ,k )
∣

∣

∣(eα,k , qα,k ), k ∈ Ak

}

×
N
∏

n=1,n /∈Ak

Pr
{

(eβ,n , qβ ,n )
∣

∣

∣(eα,n , qα,n ), n /∈ Ak

}

,

(4)

where the two parts of the RHS are specified in (5).
Specifically, (5a) corresponds to the selected node k, where

the first case is that the queue of the node increases due to the
failed transmission of a packet and the arrival of a new sensory
packet. The second case is that the queue decreases due to a
successful transmission and no new packet arrival. The third
case is that the queue does not change, which is due to either
a successful transmission and a new packet arrival, or a failed
transmission and no new packet arrival. The battery level of the
selected node all increases by ΔEk in the three cases, given the
optimized modulation order ρk .

(5b) corresponds to the unselected nodes n �= k, where the
first case is that the queue of the node increases due to a new
sensory packet arrival. The second case is that the queue does
not change, without a new packet arrival. The battery level of the
node does not change, since the node is not selected to harvest
energy. (5) shown at the bottom of this page.

The packet loss, resulting from buffer overflow during the
transition, can be given by

R
{

Sβ

∣

∣

∣Sα ,Ak

}

= R
{

(eβ,k , qβ ,k )
∣

∣

∣(eα,k , qα,k ), k ∈ Ak

}

+
N
∑

n=1,n /∈Ak

R
{

(eβ,n , qβ ,n )
∣

∣

∣(eα,n , qα,n ), n /∈ Ak

}

; (6)

R
{

(eβ,k , qβ ,k )
∣

∣

∣(eα,k , qα,k ), k ∈ Ak

}

=
{
(

1− (1− ε)L
)

λ, if qα,k = qβ ,k = Q;

0, otherwise.
(7a)

R
{

(eβ,n , qβ ,n )
∣

∣

∣(eα,n , qα,n ), n /∈ Ak

}

=
{

λ, if qα,n = qβ ,n = Q;

0, otherwise.
(7b)

The first case of (7a) is the probability that the buffer of the se-
lected node k overflows. Specifically, the new generated packet
at State Sβ with the arrival probability λ has to be dropped since
the node k failed to transmit the packet at StateSα given Q pack-
ets in the queue. Similarly, the first case of (7b) is the probability
that the buffer of an unselected node n �= k overflows.

D. MDP Solver

Generally, value iterations, policy iterations, and linear pro-
gramming are three major methods for computing optimal
actions for MDP with expected total discounted rewards. The
actions of the MDP are optimized by using dynamic program-
ming techniques [37]. Particularly, in this paper, the value
iteration algorithm [38], [39] is applied. The value iteration
algorithm computes the optimal cost function by assuming first
a one-stage finite horizon, then a two-stage finite horizon, and so
on. The cost functions are computed to converge in the limit to
the optimal cost function. Therefore, the policy associated with
the successive cost functions converges to the optimal policy
in a finite number of iterations. In addition, the reason is that
policy iteration requires policy evaluation at each of iterations,
which is a protracted iterative computation involving multiple
sweeps through the state set. Linear programming requires the
MDP problem can be solved in a number of arithmetic oper-
ations polynomial in N and M, which run extremely slowly
in practice. However, note that policy iteration and linear pro-
gramming are also adoptable to obtain the optimal actions of
the MDP problem.

We define that a policy π is a mapping from states to actions,
and the set of all the policies is given as Π. Moreover, if the policy
is independent of the current stage, it is said to be stationary. The
goal of the algorithm is to minimize the expected total packet
loss which is denoted as v(Sβ ),

v(Sβ ) = min
π∈Π

{

Eπ
S

∞
∑

t=1

ωt−1R
{

Sβ

∣

∣

∣Sα ,Ak

}

}

(8)

where ω(ω ∈ [0, 1]) denotes the discount factor for future states.
To find the action k to calculate v(Sβ ), we evaluate for each
action k ∈ Ak and select the actions that achieve (8). Thus, we

Pr
{

(eβ,k , qβ ,k )
∣

∣

∣(eα,k , qα,k ), k ∈ Ak

}

=

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

(

1− (1− ε)L
)

λ, if eβ,k = eα,k + ΔEk and qβ ,n = qα,n + 1;

(1− ε)L (1− λ), if eβ,k = eα,k + ΔEk and qβ ,n = qα,n − 1;
(

1− (1− ε)L
)

(1− λ) + (1− ε)Lλ,

if eβ,k = eα,k + ΔEk and qβ ,n = qα,n ;

0, otherwise.

(5a)

Pr
{

(eβ,n , qβ ,n )
∣

∣

∣(eα,n , qα,n ), n /∈ Ak

}

=

⎧

⎪

⎨

⎪

⎩

λ, if eβ,n = eα,n and qβ ,n = qα,n + 1;

1− λ, if eβ,n = eα,n and qβ ,n = qα,n ;

0, otherwise.

(5b)



LI et al.: WIRELESS POWER TRANSFER AND DATA COLLECTION IN WIRELESS SENSOR NETWORKS 2691

Algorithm 1: Value Iteration Algorithm.
1: 1. Initialize:
2: v0(Sα ) = 0 for the state Sα , t ∈ [0,∞], specify ε > 0,

and set w = 0
3: 2. Iteration:
4: while Sα ∈ S do
5: vw+1(Sα ) = mink∈Ak

{R
{

Sβ

∣

∣

∣Sα ,Ak

}

+
∑

Sβ ∈S ωPr
{

Sβ

∣

∣

∣Sα ,Ak

}

v(Sβ )}
6: if ||vw+1 − vw || < ε(1− ω)/(2ω) then
7: for Sα ∈ S do
8: k = arg mink∈Ak

{R
{

Sβ

∣

∣

∣Sα ,Ak

}

+
∑

Sβ ∈S ωPr
{

Sβ

∣

∣

∣Sα ,Ak

}

v(Sβ )}
9: end for

10: end if
11: end while

have

v(Sα ) = min
k∈Ak

{R
{

Sβ

∣

∣

∣Sα ,Ak

}

+
∑

Sβ ∈S
ωPr

{

Sβ

∣

∣

∣Sα ,Ak

}

v(Sβ )} (9)

Therefore, the optimal action k which satisfies (9) can be
given by

k = arg min
k∈Ak

⎧

⎨

⎩

R
{

Sβ

∣

∣

∣Sα ,Ak

}

+
∑

Sβ ∈S
ωPr

{

Sβ

∣

∣

∣Sα ,Ak

}

v(Sβ)

⎫

⎬

⎭

(10)
Note that k may not be unique, but at least one minimizing
action exists due to a finite Ak . Specifically, if k has an unique
value, it is the optimal decision in state Sα . If not, choosing any
minimizing action can achieve the minimum expected packet
loss.

The Value Iteration Algorithm is summarized in Algorithm 1.
Since the running time for each iteration is O(MN 2), the pre-

sented value iteration algorithm is polynomial given the poly-
nomial total number of required iterations.

Note that the centralized scheduling is ideal and can only be
conducted off-line, under the assumptions of negligible signal-
ing time and energy, as well as the resultant global availability
of the required information. The optimal actions of the MDP are
inapplicable to practical environments with non-negligible sig-
naling time and energy consumption. Nevertheless, the MDP (or
its optimal actions) can provide the lower bound of packet loss
to any scheduling designs of the WPT powered sensor networks.
The MDP also lays foundations to and eases the understanding
of the on-line optimization of semi-decentralized scheduling, as
will be described in detail in the next section.

V. SEMI-DECENTRALIZED ENERGY-QUEUE AWARE DATA

TRANSMISSION

Note that in EHMDP, the BS needs to have real-time knowl-
edge on the packet arrivals and battery levels of the nodes. This
requires the nodes to report prior to every time slot. Extend-

ing from the centralized scheme, we further propose a semi-
decentralized approach that allows the nodes to spontaneously
self-nominate for data transmission and energy harvesting. Each
sensor node makes its own decision on whether it turns on trans-
mission in a time slot, as well as the modulation level if the trans-
mission is turned on. The decisions/actions that node i takes are
based on the current battery level and queue length of its own,
i.e., ei and qi , as other nodes’ battery and queue statues (i.e., ej

and qj , for any j �= i) are unavailable to node i in distributed
networks. Collisions occur under such distributed scheduling,
due to the independent actions that each node takes.

A. Protocol Design

To alleviate the collisions, for every node i = 1, · · · , N ,
we propose to design a transmission probability, denoted by
pi ∈ [0, 1], at which the node is activated to transmit a packet
and then harvest energy in the current time slot. Apparently, pi

needs to depend on ei and qi , which is given as f(ei, qi). Our
design philosophy is to design pi to monotonically increase with
qi and decrease with ei . The purpose of such design is to impose
urgency to the nodes with built-up queues, avoid their transmis-
sions being withheld due to insufficient energy harvested, and
in turn, avoid buffer overflows at the nodes and reduce packet
losses. Note that the definition of pi is generic, which can be
given by any classical probability distributions. Especially, Ex-
ponential, Sigmoid, and Gamma distributions are considered as
three design examples of pi = f(ei, qi) in this paper. The rea-
son is that they present variant pi regarding to the ei and qi so
that the impact of pi on the proposed protocol can be observed.
Specifically, the three examples of pi are given by

Exponential design : pi = (1− e−κq qi )e−κe ei

Sigmoid design : pi = sin
(

π

2
qi

Q

)

cos
(π

2
ei

E

)

Gamma design : pi =
1

Γ(�)
γ

(

�,
1
θ

qi

ei

)

(11)

where for exponential distribution, λ denotes the rate parameter;
for Gamma distribution, k > 0 is the shape value, and θ > 0 is
the scale value. Γ(�) is the Gamma function, and γ(�, 1

θ
qi

ei
) is

the lower incomplete gamma function.
Other techniques to alleviate collisions in distributed

scheduling include channel-sensing multiple access/collision-
avoidance (CSMA/CA) and exponential back-off retrans-
mission which are widely used in IEEE 802.11/802.15
distributed networks [40], [41]. An extended CSMA-based pro-
tocol, namely, Q-CSMA, is able to schedule nodes based on their
queue lengths [42]. However, these techniques are not suitable
for energy-restrained sensor nodes, because CSMA/CA requires
non-negligible energy to continuously sense the availability of
the channel and would quickly drain the batteries.

Under distributed scheduling, the BS becomes the passive
data collector. Consider an ideal case, in a time slot where only
a single node transmits a packet (collision-free), the BS starts
by detecting the PHY/MAC header (i.e., the pilot signal) of the
packet, then generates a receive beam to the node, and continues
to receive the sensory data part of the packet. Once the node
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completes transmitting the packet, the BS forms a transmit beam
to transfer energy to the sensor node over the remaining part of
the time slot. The BS can acknowledge its successful or failed
reception of the packet by changing the phase or waveform of
the energy signal. The node discards the packet, if successfully
delivered, from its queue, based on the acknowledgement.

Consider multiple nodes have their transmissions collided in
a time slot, the BS stays idle, since it can by no means iden-
tify the activated nodes. We denote Prc

k as the packet collision
probability of the selected node k by our MDP model, and it is
given by [43]

Prc
k = 1−

∏

n �=k

(1− pn ) (12)

Equation (13) depicts the probability of node k that transmits
data with packet collision probability and harvested energy. In
the first case, the battery level of selected node k increases by
ΔEk , and the queue length also increases, which indicates that
a new packet arrives and the packet of State α is transmitted
successfully with no collision. The second case is that the queue
length of selected node k decreases since there is no new packet
arrival and the packet of State α is transmitted successfully,
and the battery level increases via energy harvesting of WPT.
The third cases is that the queue length of the node k does not
change. The battery level increases at State β, which denotes
that a new packet arrives while the sensory packet of State
α is transmitted successfully. The fourth case is that the queue
length of selected node k remains the same. However, the battery
level decreases by Δνk . Therefore, in this case, there is no new
packet arrival, moreover, the transmission at State α has packet
collision, which requests a retransmission. In the last case, the
queue length of selected node k decreases, and the battery level
also drops by Δνk , which indicates that no new packet arrival
and the transmitted packet at State α collides.

Note that a key difference between the probability of the se-
lected node k in (13) and the one in (5a) and (5b) is due to the
potential packet collision in the semi-decentralized approach.
As a result, the probability formulated in (13) comprehensively
considers transmit probability pn (n �= k) and the packet colli-
sion probability Prc

k .
Given a slot-based data transmission and energy harvesting,

the BS needs to broadcasta beacon periodically to all the nodes

Algorithm 2: E-QAT algorithm.

Input: Pr
{

(eβ,k , qβ ,k )
∣

∣

∣(eα,k , qα,k ), k ∈ N
}

col
, pk

1: Repeat:

2: if Pr
{

(eβ,k , qβ ,k )
∣

∣

∣(eα,k , qα,k ), k ∈ N
}

col
< Pr0

thresh

then
3: node k does not transmit.
4: pf

k ← min{1, (1 + α)f pk}.
5: else
6: node k transmits the data packet.
7: if the packet is collided then
8: pf

k ← min{1, (1 + α)f pk}.
9: back off a random time to retransmit.

10: else
11: pk ← f(ek , qk )
12: end if
13: end if

for network synchronization. pn (n ∈ [1, N ] and n �= k) can
also be broadcast along with the beacon. As a result, the colli-
sion probability can be evaluated at each individual node k by
using (12). (13) shown at the bottom of this page.

B. Energy-Queue Aware Data Transmission

We propose an Energy-Queue Aware Transmission (E-QAT)
algorithm. Specifically, node k first calculates the transition
probability that is given by (13). In particular, the transition prob-
ability is formulated based on the node’s packet collision prob-
ability, variation of its battery level, harvested energy, and data
queue state information. If Pr{(eβ,k , qβ ,k )|(eα,k , qα,k ), k ∈
N}col is lower than a given threshold, Pr0

thresh , the node
does not transmit the packet. In particular, Pr0

thresh can
be determined using collision-based medium access tech-
niques, e.g., the one presented in [44]. Then, the transmission
probability of node k is updated by pf

k = min{1, (1 + α)f pk},
where f is the number of frames during which the node
failed in data transmission and α is the indicator parameter
that can be given by [40]. Node k transmits its data packet
only when Pr{(eβ,k , qβ ,k )|(eα,k , qα,k ), k ∈ N}col ≥ Pr0

thresh .
If the packet is successfully received by the BS, the algorithm
continues to process the next data transmission, and pk returns

Pr
{

(eβ,k , qβ ,k )
∣

∣

∣(eα,k , qα,k ), k ∈ N
}

col

=

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

(

1− (1− ε)L
)

λ
∏

n �=k (1− pn ), if eβ,k = eα,k + ΔEk and qβ ,n = qα,n + 1;

(1− ε)L (1− λ)
∏

n �=k (1− pn ), if eβ,k = eα,k + ΔEk and qβ ,n = qα,n − 1;
(

(

1− (1− ε)L
)

(1− λ) + (1− ε)Lλ
)

∏

n �=k (1− pn ),

if eβ,k = eα,k + ΔEk and qβ ,n = qα,n ;
(

(

1− (1− ε)L
)

(1− λ) + (1− ε)Lλ
)

Prc
k , if eβ,k = eα,k −Δνk and qβ ,n = qα,n ;

(1− ε)L (1− λ)Prc
k , if eβ,k = eα,k −Δνk and qβ ,n = qα,n − 1;

0, otherwise.

(13)
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to f(ek , qk ). However, if the data packet collision happens,
node k has to back off a random time to retransmit, meanwhile,
the transmission probability is correspondingly increased by
pf

k = min{1, (1 + α)f pk}.
The detail is shown in Algorithm 2. Moreover, note that the

modulation scheme ρk has been decided by (14) in Section IV.
Since the sensor nodes have independent ek and qk , the pf

k is
independently updated in E-QAT, which significantly reduces
the collision probability.

As discussed, the off-line EHMDP protocol and the E-QAT
algorithm provide solutions to scheduling data transmission and
WPT in centralized and semi-decentralized networks, respec-
tively. In terms of performance, EHMDP provides a lower bound
for the overall packet loss and a upper bound for throughput,
at the cost of real-time signaling and centralized coordination.
Moreover, the transition probability formulation in EHMDP,
i.e., (5a) and (5b), jointly considers the battery level and queue
length of the node. This inspires the design of transmit proba-
bility with collision in the E-QAT algorithm, i.e., (13), where
the nodes can self-nominate for data transmission and energy
harvesting based on the current battery level and queue length
of its own.

VI. NUMERICAL EVALUATION

The simulations prototyping our proposed scheduling are
investigated in this section. We compare the performance
between our proposed EHMDP and E-QAT, and existing
scheduling strategies. We present extensive results showing
the performance of E-QAT with different packet collision
probability of the scheduled node k. Moreover, we explain how
Prc

k varies with the MDP states given different probability
distribution of pi(i ∈ [1, N ]).

A. Simulation Configuration

The sensor nodes (N ∈ [10, 40]) are deployed in the range of
50 meters, which are all one-hop away from the BS. The node
has the maximum discretized battery level E = 5 and queue
length Q = 6, and the highest modulation M is 5. Each data
packet has a payload of 32 bytes, i.e., L = 256. Moreover, the
data transmission period is given as a sequence of time slots
where each node generates one data packet and put into the
queue. For the PD

i (ρi) in (2), the two constants, κ1 and κ2 are 0.2
and 3, respectively. We set the target ε=0.05% for the numerical
results, i.e., the transmitted bits have an error no more than 0.05,
however, this value can be configured depending on the traffic
type and quality-of-service (QoS) requirement of the sensory
data. Furthermore, the transmit power of WPT transmitter at BS
is 3 watts, and power transfer efficiency, δ, is set to 0.4.

We simulate the proposed EHMDP in a centralized network,
and E-QAT in a distributed network. In either of the scenarios,
a random scheduling strategy and a greedy algorithm are sim-
ulated for performance comparison. In centralized RWSN, the
first algorithm, referred to as “Full Queue (FQ)”, is a greedy al-
gorithm, where the scheduling is based on the data queue length
of node. The node with full queue has a higher priority to trans-
mit data and harvest power. The second algorithm is named as
“Random Selection (RS)”, where the BS randomly selects one

Fig. 2. A comparison of network throughput using different scheduling strate-
gies in the centralized and distributed RWSN.

node to transmit data and transfer power. In the network with
distributed scheduling, the node transmits data and harvests en-
ergy based on the local MDP states. The first strategy, referred to
as “Decentralized FQ (D-FQ)”, is a distributed algorithm based
on the data queue, where the node with a full queue transmits.
The second strategy is named as “Random Contention (RC)”,
where the node transmits data in a random-contention fashion.
Note that the BS only transfers power to the node that wins the
contention and completes data transmission in the slot. How-
ever, due to the distributed scheduling, the packets collide when
multiple nodes are in the same MDP state.

B. Performance Evaluation

1) Centralized and Distributed Scheduling: The network
throughput of aforementioned six scheduling strategies are
presented in Fig. 2. For centralized scheduling algorithms,
EHMDP, FQ, and FS, they have similar throughput when
there are 10 nodes in the network. However, from N = 15 to
N = 40, EHMDP outperforms the other three existing central-
ized scheduling algorithms. EHMDP achieves 17%, and 52%
higher throughput than FQ and RS when N = 40. For semi-
decentralized scheduling, pi(i∈ [1, N ]) is given by Sigmoid dis-
tribution in (11). It is also observed that the throughput of E-QAT
is higher than D-FQ and RC by 21% and 68%, respectively.

Furthermore, the throughput of EHMDP is more than E-QAT
by around 20%. The reason is that the state information of
each node is known by the BS, which enables the centralized
scheduling of the node and modulation for every time slot.

In general, the throughput of distributed scheduling algo-
rithms is lower than the centralized ones, which is caused by
the packets collision. This issue is also observed by Fig. 3,
which presents the network packet loss rate. The packet loss
rate of the centralized algorithms is generally lower than the
distributed ones. Specifically, EHMDP achieves 42%, 57%, and
72% less packet loss than E-QAT, D-FQ, and RC when N = 10.
Moreover, the packet loss rate of E-QAT is less than D-FQ and
RC output by 16% and 33%. We also see that the packet loss
rate of the distributed algorithms grows to 100% with an in-
crease of number of nodes since more time slot contentions
and higher Prck . Moreover, the network throughput and packet
loss achieved by E-QAT are much closer to those of the op-
timal EHMDP, as compared to the other distributed protocols.
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Fig. 3. A comparison of network packet loss rate by our EHMDP and E-QAT,
and the typical scheduling strategies.

Fig. 4. Network throughput with different the packet transmission probability
in terms of pi (i ∈ [1, N ]).

Fig. 5. Network packet loss with different pi (i ∈ [1, N ]).

Note that in EHMDP, the BS needs to have real-time knowledge
on the packet arrivals and battery levels of the nodes. This re-
quires the nodes to report prior to every time slot. However, the
semi-decentralized approach allows the nodes to spontaneously
self-nominate for data transmission and energy harvesting. Each
sensor node makes its own decision on whether it turns on trans-
mission in a time slot, as well as the modulation level if the
transmission is turned on.

2) Impact of pi to E-QAT: Figs. 4 and 5 depict the network
throughput and packet loss rate of E-QAT with respect to pi(i ∈
[1, N ]) in (11). In Fig. 4, pi following Exponential distribution
with λ = 0.5 (shown as exp, λ = 0.5) achieves the highest net-
work throughput, about 3000 packets when N = 40. Moreover,
the Gamma distribution of pi gives the lowest network through-
put, which is about 2000 packets. In Fig. 5, when N = 10,
the four distributions perform similar packet loss rate, which is
around 43%. With an increase of number of nodes, Gamma

Fig. 6. pi (i ∈ [1, N ]) and Prck with different probability distributions.

Fig. 7. Network throughput regarding to different ̂T .

distribution performs 7% 30%, and 40% more packet loss
than (exp, λ=1.5), Sigmoid, and (exp, λ=0.5), respectively.

To further explain the reason of performance difference, Fig. 6
plots the impact of different probability distributions to the Prtxj
and Prck over all MDP states. In total, the node has 30 MDP states
since the maximum discretized energy level E is 5 and queue
length Q is 6. Given the four probability distributions, Prtxj gen-
erally increases with the growth of the state, because the node
with more energy or longer data queue has a higher transmission
probability. We also observe in Fig. 6 that Prck stabilizes regard-
ing to the states. Moreover, the Sigmoid distribution performs
lower Prck than the other three. The reason is that the Prtxj of
Sigmoid distribution is lower than the others from state 1 to 16.
Thus, when the nodes ( �= k) are in low MDP state, the Prck has
low value due to the definition of (12).

3) Impact of ̂T : In this case, we study impact of the schedul-
ing interval that lasts ̂T mini-slots. The number of nodes is fixed
to 15, and the other settings are as configured in Section VI-A.
Figs. 7 and 8 present the network throughput and packet loss
rate of EHMDP and E-QAT, where ̂T ∈ [10, 40]. It is observed
that the network throughput of EHMDP and E-QAT generally
drops with ̂T while the packet loss rates of EHMDP and E-QAT
grow. It confirms the fact that an increasing number of packets
is generated and injected into the data queues of nodes with a
longer ̂T . However, only one node is scheduled to transmit data
and harvest energy during each ̂T , though the node can harvest
more energy with a longer ̂T due to (3). As a result, the nodes
that are not scheduled suffer from more packet loss caused by
data buffer overflow, compared to those with shorter ̂T . More-
over, EHMDP achieves higher network throughput and lower
packet loss than E-QAT, since the former has state information
of each node and can accordingly achieve the optimal schedules.



LI et al.: WIRELESS POWER TRANSFER AND DATA COLLECTION IN WIRELESS SENSOR NETWORKS 2695

Fig. 8. Network packet loss regarding to different ̂T .

VII. CONCLUSION

In this paper, we address a scheduling problem on the data
collection and WPT in RWSN. The problem is formulated as a fi-
nite state MDP with the objective of minimizing the packet loss.
In terms of the scheduling mechanism of MAC protocol, two
different MDP formulations have been studied, i.e., collision-
free centralized scheduling, EHMDP, and contention-based
semi-decentralized scheduling, E-QAT. Moreover, an off-line
optimization of actions in centralized scheduling is investigated
to provide the lower bound of packet loss to the scheduling
algorithms of the WPT powered sensor networks. For the semi-
decentralized scheduling, we develop a solution to obtain the
optimal scheduling policy with different packet collision proba-
bility distributions. Numerical results have shown that our pro-
posed MDP formulation and algorithm outperform existing al-
gorithms with substantial gains on throughput and packet loss.

APPENDIX

Given the goal of the MDP to minimize the packet loss stem-
ming from insufficient energy, ρi is to be chosen to maximize the
energy gained during each scheduled time interval, or “epoch”,
with a duration of ̂T . The optimal modulation of node i, ρi ,
is independent of the battery level and the queue length of the
node i. This is because ρi is selected to maximize the increase
of the battery level at node i, not the battery level itself, under
the bit error rate requirement εi for the packet transmitted. As a
result, ρi is decoupled from A, and optimized a priori by

ρi = arg max
ρ=1,··· ,M

{(

̂T − L

ρW

)

PE
i −

L

ρW
PD

i (ρ)
}

, (14)

the right-hand side (RHS) of which, by substituting (1) and (2),
can be rewritten as

max
ρ=1,··· ,M

{(

̂T − L

ρW

)

Pe‖hi‖2 − Lκ−1
2 ln(κ1

ε )
‖hi‖2ρW

(

2ρ − 1
)

}

(15)

where W is the bandwidth of the uplink data transmission, 1
W is

the duration of an uplink symbol, L
ρW is the duration of uplink

data transmission, and (̂T − L
ρW ) is the rest of the epoch used

for downlink WPT.

By using the first-order necessary condition of the optimal
solution, we have

d

dρ

(

(

̂T − L

ρW

)

Pe‖hi‖2 − Lκ−1
2 ln(κ1

ε )
‖hi‖2ρW

(

2ρ − 1
)

)

= 0 (16)

ρ−2 L

W
Pe‖hi‖2 − Lκ−1

2 ln(κ1
ε )

‖hi‖2W
(ρ−12ρ In2− ρ−22ρ)

− Lκ−1
2 ln(κ1

ε )
‖hi‖2W

ρ−2 = 0 (17)

The ρ values are then given as follows:

ρ2ρ In2− 2ρ =
L

W
Pe‖hi‖2 ‖hi‖2W

Lκ−1
2 ln(κ1

ε )
− 1 (18)

Since the left-hand side of (18) monotonically increases with
ρ, the optimal value ρ� is able to be obtained by applying a
bisectional method, and evaluating the two closest integers about
the fixed point of the bisectional method.
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